
Comp 599: Network Science, Fall 2022

Graph Neural Networks
Analysis of complex interconnected data
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● Linear regression: 

Neural Networks - Short Intro - Linear Model

Model: linear combination of features and weights   
Learning: find the weights that minimize a cost function 
Cost: sum of losses per individual point
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● Linear regression: assume input of one dimension

● More expressive: use nonlinear bases:
○ Transform the input with nonlinearities then apply linear model

Neural Networks - Short Intro - Beyond Linear

Example: blue dots are the datapoints, generated 
from blue ground truth curve with some random 
noise. We can get a very close nonlinear fit, green 
line, with this linear regression model when using  
10 nonlinear Gaussian bases, equally spaced

f (x; w) = ∑
m

wmϕm(x)

f (x; w) = wx
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● Linear regression: assume input of one dimension

● More expressive: use nonlinear bases:

Neural Networks - Short Intro - Adaptive Bases

○ Transform the input with fixed nonlinearities then apply linear model

f (x; w) = ∑
m

wmϕm(x)

f (x; w) = wx

● Neural networks use adaptive nonlinear bases
○ Transform the input with learnable nonlinearities then apply linear model

f (x; w, μ) = ∑
m

wmϕm(x; μm)
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● Linear regression: assume input of one dimension

● More expressive: use nonlinear bases:

5

Neural Networks - Short Intro - Adaptive Bases

○ Transform the input with fixed nonlinearities then apply linear model

f (x; w) = ∑
m

wmϕm(x)

f (x; w) = wx

● Neural networks use adaptive nonlinear bases
○ Transform the input with learnable nonlinearities then apply linear model

f (x; w, μ) = ∑
m

wmϕm(x; μm)

We can represent 
the resulting model 
with the data  
transformation 
graphically as: v1

v2
vm
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● Neural networks use adaptive nonlinear bases
○ Learning the (weights of) nonlinear bases

○ The most common non-linearity

Neural Networks - Short Intro - MLP

̂y = f (x; W, V ) = g(Wh(Vx))

But what is a neural network? 

We learn V and W with 
backpropagation to 
minimize a loss function 

min
W,V ∑

n

L(y(n), f (x(n); W, V ))

https://www.youtube.com/watch?v=aircAruvnKk
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● Neural networks use adaptive nonlinear bases
○ Example: 2 layers MLP

● Deep networks: neural networks with many layers
○ Stack/compose layers of adaptive nonlinear bases
○ # layers is called the depth of the network
○ each layer can be fully connected (dense) or sparse
○ empirically, increasing the depth is often more effective than 

increasing the width (#parameters per layer)
○ parameters may be shared across units (e.g., in conv-nets)

Neural Networks - Short Intro - Deep Networks

Not the case for GNNs
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Can we feed an adjacency matrix to this? 

What if it is for Graph Classification, flatten the matrix into a vector?

What is the size of D? Input dimension? 

Deep Networks for Graphs?

Not the best choice: Order  parameters, also Sensitive to order of nodes𝒪(n)

n2

z = MLP(A[1] ⊕ A[2] ⊕ …A[n])
concatenation 

Still same issues, depends on the arbitrary ordering 
of nodes that we used in the adjacency matrix 
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function f that takes an adjacency matrix A as input 
should be:

● Permutation Invariance

or
● Permutation Equivariance

where P is a permutation matrix that reorders nodes

Permutation Invariance & Equivariance 

Since changing order of nodes in the 
adjacency does not change the graph
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● GNNs consist of multiple permutation equivariant / invariant functions

Graph Neural Networks

10

From https://web.stanford.edu/
class/cs224w/slides/06-GNN1.pdf

https://web.stanford.edu/class/cs224w/slides/06-GNN1.pdf
https://web.stanford.edu/class/cs224w/slides/06-GNN1.pdf
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Use the local neighbourhood similar to convolution on images: use local 
neighbourhood similar to CNN for images

Graph Neural Networks

See https://petar-v.com/talks/GNN-Wednesday.pdf

GNN model uses a message passing framework

https://petar-v.com/talks/GNN-Wednesday.pdf
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vector messages are exchanged between nodes and updated using neural 
networks 

Graph Neural Networks: Neural Message Passing 

Computation GraphInput Graph
a tree structure by unfolding the neighbourhood 
around the target node 
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vector messages are exchanged between nodes and updated using neural 
networks 

Graph Neural Networks: Neural Message Passing 

UPDATE and AGGREGATE are arbitrary differentiable functions

initial embeddings at k = 0 are set to the input features for all the nodes, if no feature 
can be identity: a one-hot indicator feature, which uniquely identifies that node 
 

AGGREGATE function takes a set as input, GNNs defined in this way are permutation equivariant by design. 
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vector messages are exchanged between nodes and updated using neural 
networks 

Basic GNN

trainable parameter matrices
In matrix form:
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If we have:

Then simple matrix multiplication of A and X, AX, gives us the number of neighbors of a 
particular attribute/type for each node, i.e.
● kth column of AX shows the number of type k neighbors for all nodes,

○ e.g., number of ‘male’ friends each person has.
● ith row of AX shows the number of neighbors node i for all types,

○ e.g., number of friends ’smith’ has of each type, say male and female

Intuition 

For graph neural networks, after the first iteration (k = 1), every node embedding contains 
a information from its 1-hop neighbourhood 
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GCN (Kipf & Welling, ICLR’17)

Convolutional GNN

From https://petar-v.com/talks/GNN-
Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc

https://tkipf.github.io/graph-convolutional-networks/
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc
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GCN (Kipf & Welling, ICLR’17): has self-loop and symmetric normalization 

Convolutional GNN

From https://petar-v.com/talks/GNN-Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc

https://tkipf.github.io/graph-convolutional-networks/
https://petar-v.com/talks/GNN-Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc
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GCN (Kipf & Welling, ICLR’17)

Convolutional GNN

From https://petar-v.com/talks/GNN-
Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc

https://tkipf.github.io/graph-convolutional-networks/
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc
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GCN (Kipf & Welling, ICLR’17)

3-layer with random weights (untrained!)

Convolutional GNN

From https://petar-v.com/talks/GNN-
Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc

https://tkipf.github.io/graph-convolutional-networks/
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://www.youtube.com/watch?v=uF53xsT7mjc
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GCN (Kipf & Welling, ICLR’17)

Iteration 0  ⇒ Gets better as we learn the weights

Convolutional GNN

From https://arxiv.org/pdf/1609.02907.pdf

https://tkipf.github.io/graph-convolutional-networks/
https://arxiv.org/pdf/1609.02907.pdf
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GCN (Kipf & Welling, ICLR’17)

More layers do not help due to over smoothing

Convolutional GNN

From https://arxiv.org/pdf/1609.02907.pdf

https://tkipf.github.io/graph-convolutional-networks/
https://arxiv.org/pdf/1609.02907.pdf
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GAT (Veličković et al., ICLR’18)

 compute scalar value in each edge

Attentional GNN

From https://petar-v.com/talks/GNN-
Wednesday.pdf

https://arxiv.org/pdf/1710.10903.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
https://petar-v.com/talks/GNN-Wednesday.pdf
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Resources: Libraries and Datasets

github.com/graphdeeplearning/benchmarking-gnns

Graphlearning.io

Ogb.stanford.edu

https://pytorch-geometric.readthedocs. 
io/en/latest/modules/datasets.html

slides based on https://petar-v.com/talks/GNN-Wednesday.pdf

https://github.com/graphdeeplearning/benchmarking-gnns/blob/master/docs/07_leaderboards.md
https://chrsmrrs.github.io/datasets/
http://ogb.stanford.edu
https://pytorch-geometric.readthedocs.
https://pytorch-geometric.readthedocs.
https://petar-v.com/talks/GNN-Wednesday.pdf

