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Definition of an Anomaly

An anomaly is “an observation that differs so much from other observations
as to arouse suspicion that it was generated by a different mechanism.”

said Douglas M Hawkins in 1980.

reference:
Douglas M Hawkins.Identification of outliers. Vol. 11. Springer, 1980

In practice, concrete definition can depend on:

1. The task of interest

2.  The nature of the network

A simple example of anomalies in a 2-dimensional data set.

Reference: Anomaly Detection: A Survey
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http://cucis.ece.northwestern.edu/projects/DMS/publications/AnomalyDetection.pdf

Research Areas
Machine Learning
Data Mining
Statistics
Information Theory

Spectral Theory

Anomaly Detection Technique

Labels | Anomaly Type

| Output ‘

Problem Characteristics

Application Domains
Intrusion Detection
Fraud Detection

Fault/Damage Detection
Medical Informatics

Key components associated with
anomaly detection

Reference: Anomaly Detection: A Survey
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http://cucis.ece.northwestern.edu/projects/DMS/publications/AnomalyDetection.pdf

Data Types

Categorized by relationships between data points

1. Point data

a. No relations between points

2. Sequential data
a. Linearly ordered

3. Spatial data

a. Ordered by spatial location

4. Graph data
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Anomalies in Graph

Figure from::

Akoglu L, Tong H, Koutra D. Graph based
anomaly detection and description: a survey.
Data mining and knowledge discovery. 2015
May 1;29(3):626-88
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Anomalies in Graph

Figure from::

Akoglu L, Tong H, Koutra D. Graph based
anomaly detection and description: a survey.
Data mining and knowledge discovery. 2015
May 1;29(3):626-88
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Static Graph Anomalies

Definition:
Given a graph (snapshot)

Find the nodes / edges / subgraphs which are rare and different or deviate
significantly from the pattern observed in the graph
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Challenges for Static Graph Anomalies

1. Noisy / incorrect labels
2. Lack of labelled datasets

3. Explainability / attribution

Comp 599: Network Science
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Network density of states for anomaly detection
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Representing Dynamic Graphs

1. asequence of graph snapshots

a. Useful for settings where there is clear boundary between timestamps: days,
months, years

b. The focus of this talk

2. edge streams

a. Can have events denoting the appearance or disappearance of an edge

b. Works best for continuous time & online settings
c. Canjust be an ordered list of edges with no timestamps

d. Could have restrictions on memory, storage, etc.
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Anomaly Detection in Dynamic Graphs

e Anomalous nodes
e Anomalous edges
e Anomalous subgraphs
e Anomalous snapshots
Some methods assumes a fixed number of nodes over time

Dynamic graphs can be directed / undirected, weighted, attributed etc. depend
on the type of the graph

Comp 599: Network Science 12



Challenges for Dynamic Graph Anomaly Detection

1. Temporal reasoning
Scalability (or streaming settings)
Anomaly attribution

Lack of labelled data / noisy labels

g K~ NN

Malicious attacks can adapt to existing methods
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A General Approach
How to detect anomalous entities in a dynamic graph?
1. Design a scoring function or summary of the entities of interest
2. Compare such score or summary to the norm or majority in the graph
3. Output entities with abnormal scores as anomalies

Effectively designing, computing and analyzing an anomaly score

Comp 599: Network Science



Anomalous nodes
(1) (10)

5 AN sl

Time step 1

i Community 2
Community 1 Time step 2 y

Set of nodes which have ‘irregular’ evolution when
compared to other nodes

Example applications:

1. nodes that contribute most to an event in
communication networks

2. nodes that switches community involvement

3. nodes which are bots in a social network

Reference:
Anomaly detection in dynamic networks: a survey

Comp 599: Network Science
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https://wires.onlinelibrary.wiley.com/doi/pdf/10.1002/wics.1347

Anomalous edges

va) (V2 ) (V2 Edges which have abnormal structural or
% 4. Vam ! Vam vy weight changes
\I/ StruEtiie \I/ X (or other types of abnormal evolution)
AR [N Am
) Change ( l! , ‘u
|:{>fl\ ~ Example applications:
' ' EdgeWelght
i v ' v .
vi' v, on V1! vy &N Change 1. Email spams
2.  Follower boosting
(a) Structure Change (b) Edge Weight Change 3. Denial of service attacks
Reference:

Fast and Accurate Anomaly Detection in Dynamic Graphs with a Two-Pronged Approach
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https://arxiv.org/abs/2011.13085

Anomalous Subgraphs

Finding anomalous evolution for a fixed

di @ ds

51‘/ ‘:1 s“<::d2 51./.d9 S1.2:d2 set of subgraphs

s: @ @ SZ‘§ - @ : : .
‘T @d; \‘d3 ® @ ® @d; Enumerating all possible subgraph is
53.\‘d4 @ » @ 53 —— @ intractable

34.\‘d5

t=1 t=2 t=3 t=4

Figure 1: Sudden appearance of a dense subgraph at t=3.

Example applications:
1. Tracking nodes of interest
2.  Community splitting, merging, etc.

Reference: 3. Port scans from IP-IP
SpotLight: Detecting Anomalies in Streaming Graphs . .
communication data

Comp 599: Network Science 17 =


https://www.kdd.org/kdd2018/accepted-papers/view/spotlight-detecting-anomalies-in-streaming-graphs

Anomalous Community Evolution

(b)
Shrinking community Splitting community

Reference:

Anomaly detection in dynamic
networks: a survey
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https://wires.onlinelibrary.wiley.com/doi/pdf/10.1002/wics.1347
https://wires.onlinelibrary.wiley.com/doi/pdf/10.1002/wics.1347

Anomalous Snapshots

Model A EVT““ Model A
>
Time
Ch Point
Model A angTe "1 Model B
—_—
Time

Identify time points where the underlying
graph generative model changes
(change points)

or the overall graph structure undergoes
drastic one-time changes
(Events)

Example Applications:

1. Traffic accidents
2. Changes in political environment

3. Events in social network

Comp 599: Network Science
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Families of Approaches

1. Community detection based
Minimum Description Length (MDL) and Compression based
Matrix / Tensor decomposition based

Metrics / Distance based

o s~ N

Probabilistic method / Hypothesis test based

Comp 599: Network Science
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Example Dynamic Networks

msg
Yes vote =
MP 1

msg
f ’ .......... User 1 g MSg  User3
Yes vote T ||
Bill sponsored by MP 4
Nay vote
User 4

MP 3 User 2

Canadian Bill Voting Network

MP - Member of Parliament University of California, Irvine social network

Comp 599: Network Science 22



Spectral Method: Laplacian Anomaly Detection (LAD)

2012 2013 2014
Normal Anomalous Normal
~-®~- Liberal -®- NDP -®- Independent
-®- Conservative -®- Bloc Québécois Conservative(formly Reform)J

Detects the changes in Canadian Member of Parliament voting pattern. 2013 is identified
as an anomalous year due to increase in cross community communication (as Justin
Trudeau is elected leader of Liberal Party)

Reference; Laplacian Change Point Detection for Dynamic Graphs

Comp 599: Network Science
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https://www.kdd.org/kdd2020/accepted-papers/view/laplacian-change-point-detection-for-dynamic-graphs

Key Components of LAD

1. Summarize the graph snapshot at each step

Using the Laplacian eigenvalues
2. Compare with the norm

Extract norm from a short term and a long term sliding window
3. Compute the anomaly score

Cosine similarity between two vectors

u-vU
0) —
0s0) = 1@

Comp 599: Network Science
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LAD Methodology

Stream Truncated
A SVD
Lt e R™™n
L=UXV"
e —>
Extract

Graph Laplacians

singular values

é

Top k Singular Short Term Context :

-> k><s
values (Ot—l e Op S) i
9
Ut c Rk SVD
g [Behavior 0, € le]
. )
l
X cosine simi arlty[Anomgly SCO?’eS]
0, 5 —
R [Behavior 0, € Rkj
g
T SVD
S —) kxlI
( Ot—l cee t 1 ) = ]R

Long Term Context : |
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Properties of Laplacian Eigenvalues

1. Forms a spectral signature of the graph
a. Many connections to graph structure, connectivity and geometry

b. Can one uniquely determine the structure of a network from the spectrum of the
Laplacian?

2. Is node permutation invariant
3. Encodes compression loss of low rank approximations of the Laplacian

4. Corresponds to singular values in the asymmetric case

Comp 599: Network Science
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Laplacian Eigenvalues & Connectivity

L=D-A foragraph G
0=\ <M< .. <\

A2 7# 0 iff the graph is connected

# O eigenvalues = # of connected components

Comp 599: Networ k Science
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Star Graph

What would be the Laplacian eigenvalues ?
Hint: let there be n nodes,
1 hub with degree n,

Other nodes have degree 1

Comp 599: Network Science
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Spectral Graph Theory: Star Graph
AN =0
Ay =7

Comp 599: Network Science



Spectral Graph Theory: Star Graph

M =0
Np = Az = .. =
)\n:?

Ap—1 =1
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Spectral Graph Theory: Star Graph
A =0 Q
M=MN3=..=A,_1=1
An

n

Proof and more details see Chapter 6 in

Spectral and Algebraic Graph Theory by Daniel A. Spielman
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http://cs-www.cs.yale.edu/homes/spielman/sagt/

Fully Connected Graph

What would be the Laplacian eigenvalues of a fully connected graph?

Hint: let there be n nodes, we know that this is the highest possible connectivity

0= < < .. <\

Comp 599: Network Science



Spectral Graph Theory: Fully Connected Graph

The eigenvalues would be

A =0
N= D=3 = .=\,

Proof and more details see Chapter 6 in

Spectral and Algebraic Graph Theory by Daniel A. Spielman

3 o
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http://cs-www.cs.yale.edu/homes/spielman/sagt/

Laplacian Eigenvalues & Geometry of the Graph

some simple graph structures and their Laplacian eigenvalues:

e Fully Connected:
e Star Graph:

e Cycle Graph:

e Path Graph:

O,n,.,nn
0,1, ..1n

27 47
0. \2=A3=2— 2COS(T) Mg =5 =2— 2cos(7)

7(k
O, )\k+]_ = COS( . )

Comp 599: Network Science
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Synthetic Dynamic Graphs

Time Point Type Generative SBM Model o I = E%ggggimnes
0 start point N¢e =4, pin = 0.25, pex = 0.05 £ 0 oor - a
16 event Ne = 4, Pip = 025, pex=0.15 : * 7S
31 change point N¢ = 10, p;, = 0.25, pex = 0.05 % — " 108
61 event N = 10, pin = 0.25, pex =0.15 J N
76 change point N¢ =2, pin = 0.5, pex = 0.05 s | il
91 event N =2, pPin = 0.5; Pex = 0.15 (I) 215 slo 7I5 ul)o 1;5 1;0
106 change point N =4, pin = 0.25, pex = 0.05 Figure 5: LAD perfectly recgn\lrzl;osmtall events and change
136 event Ne =4, pin = 0.25, pex = 0.15 points defined in Table 4.

Change point = change in community structure in SBM

Event = sudden increase of cross community connections

Comp 599: Network Science 35



UCI Message Network

weighted, directed social network

0.015 — % o short term 7

~— long term 14
—~f¢- detected anomalies

0.010 —

65

anomaly score

0.005 e

0.000 - A

May June July August September  October
day

Figure 6: LAD correctly detects the end of the university
spring term and one day before the start of the fall term in
the UCI message dataset.



anomaly score

Laplacian Spectrum

*
0.00100 - 100
0.00075 1
0.00050 1

0.00025 A

0.00000 A

anomaly score
—#— detected anomalies

*.
104

97 98 99 100

rank
g W N = O

97 98 99 100

101 102 103 104 105 106 107 108
Congress

101 102 103 104 105 106 107 108
Congress

US Senate Co-sponsorship Network



Publicly Available Data and Code

Code Repository: https://github.com/shenyangHuang/[LAD

All experiment 1s reproducible
and all dataset 1s in the repo if interested


https://github.com/shenyangHuang/LAD

Qutline

1. introduction to anomaly detection in graphs
anomaly detection in dynamic graphs
laplacian change point detection for dynamic graphs

multi-view change point detection for dynamic graphs

o dowN

Network density of states for anomaly detection
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Multi-view Change Point Detection

Given a multi-view dynamic graph where each view is a dynamic graph that
describes an overall graph generative model H,

Can we detect time points in time where H undergoes drastic changes?

Key idea: leverage multi-view nature of the data to better recover the
underlying generative model

Comp 599: Network Science
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Multi-view Network Examples

1. Traffic Network (same city, same external events like traffic jams)
a. Taxis

b. Buses
c. Lyft/ Uber
d. Service vehicles

2. Social Network (same users, same relationships)
Facebook social network

Twitter follower network

Instagram follower network

Text chatting network

O o T Q0

Comp 599: Network Science
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MultiCPD: a mu

MultiCPD Detected Anomalies Do

anomaly score
(1e-5)
M A i

e e T e B R e St
D A 29 N g Q A0 N S & - a0
SR IBAAZAEL ARG IOGNTAA® 20, SRS AAD LD O B OB AD AT WS
date
03.21 ¥ 0322 Vv vy 03.23
View 1:
Green Taxi LR
View 2: * S ﬁ;
Yellow Taxi o4 2 4

View 3: » i
For Hire Vehicles . ; g
A
AR A r I AN N
\ : 3
View 4: Al :4
High Volume '%« Y
For Hire Vehicles | ;“ | i , ,&)g

I N A AN
| \ A A | AN N\ SR - b
APRAV Jb A N NATS=T A A A

ti-view extension of LAD

New York City Taxi dataset
From Jan 2020 to Apr 2020
Each view is a different type of taxi or for

hire vehicle service

Paper is currently in preparation, if
interested, contact me for more details

Comp 599: Network Science
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How to merge information from multiple views?

1. Aggregate the anomaly scores
a. Still carry over noise from individual views
b. One view could dominate the others

c. Implemented as naive baseline: maxLAD and meanLAD
2. Aggregate the signature vectors (our approach)
a. Merge the Laplacian eigenvalues from each view

b. Compute an aggregated overall view

c. Can reduce noise from individual views

Comp 599: Network Science
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Key Component of MultiCPD

1. Merging signature vectors from different views via scalar power mean

Wl 5 5 5 s Bim,) = (% ixf) : (2)
S = Myt Mans -2 ot e+ 2 Aum)) B)

2. Using the normalized Laplacian matrix

Lym =D ?LD 2 =I-D 2AD > (1)

Comp 599: Network Science
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Algorithm of MultiCPD

Input: Multi-view graph G

Hyper-parameter: Power p, sliding window sizes
ws, wy, embedding size k

Qutput: Final anomaly scores Z*

foreach multi-view graph snapshot G; € G do
foreach single-view graph snapshot G,; € G, do
Compute Ly, (see Eq. (1));
Compute top k singular values ;; of Lgym;
end
Let 2y =mip(0¢ .45+ 3081) 3
Perform L2 normalization on X;
Compute left singular vector Zf‘"* of context
C}’s € R¥*¥s (see Eq. (4));
Compute left singular vector Z}‘" of context
C € RF*¥i(see Eq. (4));
ZPe=1-3T3 ;
Z =1 Bl 50 ;
end
foreach time step t do
Z3, =max(Zy, t — Zw,,t-1,0);
Zl'y = max(Zu, t — Zw, t-1,0);
Z; =max(Z;, 1, Zy, 1);

end
Return Z*;

- | Z| = o
<t i —, )
0. & o i
s | 3| £ =
3|5 |2 -
> | 2| E | =| @
22 g =
2192 |s|=| g
2| Z2|S|al 3
S =
Method 2 E = 5 S

Property
event v |V v || v
change point v | v v
evolving # nodes 4 v v
multi-view v v
4

robust to noise

Algorithm 1: MultiCPD

Comp 599: Network Science
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Synthetic Experiment Setting

Change Points: SBM Model parameters Events & Change Points: SBM Model parameters Change Points: BA Model parameters
Time Point  Type N, Time Point  Type N, Pin Pout Time Point  Type m

0 start point 2 0 start point 4 0.024  0.004 0 start point 1

16 change point 4 16 event 4 0.024  0.012 16 change point 2

31 change point 6 31 change point 10  0.024  0.004 31 change point 3

61 change point 10 61 event 10  0.024 0.012 61 change point 4

76 change point 20 76 change point 2 0.024  0.004 76 change point 5

91 change point 10 91 event 2 0.024  0.012 91 change point 6

106 change point 6 106 change point 4 0.024  0.004 106 change point 7

136 change point 4 136 event 4 0.024  0.012 136 change point 8
(a) anomalies in Section V-C and V-E (b) anomalies in Section V-D (c) anomalies in Section V-F

0\
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Multi-view Data Improves Performance

- MultiCPD (ours)  —#— NL LAD , LAD
—8— NL meanLAD —®— meanlLAD —~€—- TENSORSPLAT
—¥— NL maxLAD ¥ maxLAD — random guess

0.05 0.10 0.15 0.20 0.25 0.30
Noise Ratio p,

(a) SBM no noise (b) SBM with noise

Increasing difficulty, only change points Increasing noise, event and change point

Comp 599: Network Science
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Increasing Number of Views

-=k— MultiCPD (ours) —4— NL LAD —¥— maxLAD
—&— NL meanLAD —&— meanLAD - LAD
—¥— NL maxLAD

3t 1 "
0.0 2 4 6 8 10 12 0.0 2 4 6 8 10 12
number of views number of views
(a) SBM (b) BA
Only change points increasing m

Comp 599: Network Science
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NYC Taxi Dataset 2020

7-Mar-20
8-Mar-20
12-Mar-20
13-Mar-20°
16-Mar-20
17-Mar-20
22-Mar-20"

anomaly score
(le-5)

28-Mar-20°
6-Apr-20°
16-Apr-20
30-Apr-20

9
N QY QD;:):LQD&:L

D AD, 9L, 29 P AL AD 90 B AN AD a0 o)V R AD
0,\’,0 0\,0 0\:\ 0\51» Q\.’L 0,},0 0,]),\ 0{)},’\ Q’lﬂ' 0«5,0 0,5,\ 03,\ 65,’2» 0&,0 Q0 W N

Date

State of Emergency declared in New York State

Issued guidelines relating to public transit

Events with more than 500 attendees are cancelled/postponed
National State of Emergency declared

NYC public schools close

NYC bars and restaurants can only operate by delivery
“NYS on Pause Program” begins, all non-essential workers
must stay home

All non-essential construction halted

Extension of of stay-at-home order and school closures
Extension of of stay-at-home order and school closures
Subway ceases to operate during early hours

Comp 599: Network Science
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scalable anomaly detection with network density of states
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How to scale to large dynamic networks?

e Computing Laplacian eigenvalues O(N3)
Difficult to scale to large graphs with millions of nodes
O(V+E)
e Approximating spectral density
Much more scalable
Fast and efficient approximation

Losses information about exact values of eigenvalues in most cases

Comp 599: Network Science
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What is Density of States (Spectral Density)

1200
1000+
800+
600

Count

N
W) =5 D=, [ FOOHR) = wace(fE) (1)
i=1

400}

200

. . . 0
1. Normalize the range of Laplacian eigenvalues 1 0.8-06-04-02 0 02 04 06 08 1

2. Find how many eigenvalues fall into each bin / interval 3
. o (c) Marvel Characters
Computed by an efficient approximation method named Network
Network Density of States or just DOS

Reference: Network Density of States

Comp 599: Network Science
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https://dl.acm.org/doi/10.1145/3292500.3330891

Spectral Density of different networks

500 500 1200 600
400 400 1000 500
800 400
+=300 +=300 = =
3 3 3 600 3300
O 200 © 200 o o
400 200
100 100 200 100
0—1 -08-06-04-02 0 0.2 04 06 08 1 0-1 -08-06-04-02 0 0.2 04 06 08 1 l)-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 06 0.8 1 -1 -08-06-04-02 0 0.2 04 06 0.8 1 0-1 -0.8-06-04-02 0 0.2 04 0.6 0.8 1
X A 3 X A
(a) Erdés Collaboration  (b) Autonomous System (c) Marvel Characters (d) Facebook Ego (e) Minnesota Road
Network Network (1999) Network Networks Network

Reference: Network Density of States

Comp 599: Network Science
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https://dl.acm.org/doi/10.1145/3292500.3330891

Scalable Change Point Detection for Dynamic

10
Gray s »
72 800
47
500 4 86
> asoo
& 4001 e
] ]
= 300 g‘
& 3001 ->
O 7] 400
.
Y Y
200 1
200
100 A1
0- 0-
-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00 -1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
A A
SBM model with 10 communities SBM model with 2 communities

Reference: Scalable Change Point Detection for Dynamic Graphs
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https://oddworkshop.github.io/assets/papers/9.pdf

Change in DOS for BA Model

frequency

frequency

1 04
S T T e ) e S -1.00 -0.75 -0.50 -025 000 025 050 075 1.00

Figure 3: The change in DOS for BA model at time step 16.
Left is BA model with m = 1 and right is BA model with

m= 2.

T Q=
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LAD with DOS

Dataset SBM BA
# nodes 1k 5k 7k 1k 5k 7k
total edges | 871k 21824k 42769k | 687k 3451k 4833k
Metric Hits @ 7
LADdos 85.7% 100% 100% 100% 100% 100%
LAD [10] | 100% 100% N/A | 100% 857% N/A
Metric Execution Time (sec)
LADdos 19.1 185.9 362.6 19.2 105.3 175.7
LAD [10] 76.9 14934.8 N/A 78.1 150244 N/A

Table 3: LADdos can operate on large graphs while maintain-
ing the same performance as LAD. Each dynamic graph has
151 time steps.

With 5k nodes
See close to 100x speed up

Comp 599: Network Science



Thanks for Listening!

If you have any questions, feel free to reach out!

shenuanag.huanag@mail.mcaill.ca or on slack

Comp 599: Network Science
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Tips for Research

Start with a task of interest

a.  Anomalous nodes / edges / subgraphs or snapshots
Find some recent relevant papers

Examine how the paper fits the general approach
a.  What is the summary used?

b. How to compare with normal / expected behavior?
c.  Whatis the anomaly score?

ldentify some insights & intuition

Find some procedures which you can improve
a. Better scalability? Better explainability? Better performance?

Comp 599: Network Science
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Bonus Topics

1.  AnomRank: an edge anomaly detection method

2. SpotLight: a subgraph anomaly detection method

Comp 599: Network Science
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AnomRank

V2 V2 ' v
\'J v 2 Vv 2
| Vam 1 Vam V1 o Vk ! @ Vk
\,_ 3 / Structure \ I / \ T’
‘u Change (u) ‘u’ u’ +Am
V' /l V' EdgeWeight
vy' v, o vy V,' Sh Change
(a) Structure Change (b) Edge Weight Change
Structural anomaly Weight anomaly
ANOMALYS ANOMALYW
Reference:

Fast and Accurate Anomaly Detection in Dynamic Graphs with a Two-Pronged Approach
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https://arxiv.org/abs/2011.13085

ANOMRANK Overview

1. Compute a node score for ANOMALYS and ANOMALYW

a. General approach step 1: scoring function or summary

b. Here the node score is chosen to be PageRank and weighted extension of PageRank
2. Look at 1st and 2nd order derivatives of node scores

a. General approach step 2: how it is different from the norm

b. Abrupt gains or losses are reflected in the derivatives
3. Compute an anomaly score for each node

a. General approach step 3: compute the anomaly score

b. Rank the anomalous node and edges based on the anomaly score

Comp 599: Network Science
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ANOMRANK Algorithm

Algorithm 1: ANOMRANK

Require: updates in a graph: AG, previous SCORES/W: p?’d, p‘\’vld

Ensure: anomaly score: synomaly, updated SCORES/W: pd“™, pif™
1: compute updates AAg, AA,, and Ab,,

2: compute p7¢" and p7fW
AAg, AA,, and Ab,,
new 6\\))

3: Sanomaly = ComputeAnomalyScore(p“™, p7,

incrementally from p2/? and p2/9 using

4: return Sunomaly

Algorithm 2: ComputeAnomalyScore

Require: ScoreS and SCOREW vectors: ps, pa
Ensure: anomaly score: sapomaly

1: compute ANOMRANKS ag = [p’ p¥

2: compute ANOMRANKW a,, = [p’, p%. ]

3: Sanomaly = llall; = max(|[as |1, [[ayw [l1)

4: return Sanomaly

Pros:
1. Fast, linear to # edges
2. Anomaly attribution

3. Works well on ENRON email
and DARPA (network
intrusion detection)

Cons:

1. Look at sudden changes
(compare with immediate
past graph)

2. Can miss global changes

Comp 599: Network Science
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SPOTLIGHT

A A
> : :§: v(G.) anomaly! V(G;)
- * ¢
.g;'. G- .....’ ’v(@) e ’v((jl)
0 Rt T (AL AN V(AR R
e & 0\,. . » '
g\* - G, SpotLight Space SpotLight Space

Figure 2: Overview of SPOTLIGHT

Reference:
SpotLight: Detecting Anomalies in Streaming Graphs

Comp 599: Network Science
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https://www.kdd.org/kdd2018/accepted-papers/view/spotlight-detecting-anomalies-in-streaming-graphs

How SPOTLIGHT Works

1. Randomly select k subgraphs (fixed over time)

2. Report the total weight of edges in each subgraph as individual
dimensions in the SPOTLIGHT Sketch

a. General Approach step 1. summary of each time step

3. Report anomaly in the SPOTLIGHT Sketch space

a. General Approach step 2 and 3

Keuy: use dictionaries for sublinear memory and fast run time

Assumes nodes don’t disappear

Comp 599: Network Science
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SPOTLIGHT Sketch Space

S'1= {81,521 ‘D' = (Uz,d3}
Sz={s2y D2~ {d3,dq}
S3={s3} Di3={di}

év((j)= 31110
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https://www.kdd.org/kdd2018/accepted-papers/view/spotlight-detecting-anomalies-in-streaming-graphs

