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An interconnected world

Facebook network in 2010 
https://paulbutler.org/2010/visualizing-facebook-friends/

Social graphs 
encode the 
interactions and 
relationships 
between people
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Increasingly interconnected

● Where once people were 
separated by 6 degrees, 
now around 4

S. Aral, The Hype Machine (2020)

3



Increasingly technological

● Social media an example, naturally

● But all kinds of other interactions 
are now facilitated by social 
technologies
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And even more in the future...
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So...

● In short, technology is changing who we interact with and the tools to interact 
with them...

● But why do we care as a society?

● It’s also changing how we interact, and those interactions shape us and our 
world
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“Breaking: Two Explosions in the White House 
and Barack Obama is injured”

- Associated Press 
(hacked)

● Over $100 billion 
gone in seconds 
from a fake tweet
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Integrating Social Media for Pandemic Response: 
A “Double-Edged” Path

- Banerjee and Meena 
(2021)

“Lies spread faster 
than the truth” 

- Science, referencing 
Vosoughi et al. (2018)

WHO, 2020
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https://www.who.int/news/item/23-09-2020-managing-the-covid-19-infodemic-promoting-healthy-behaviours-and-mitigating-the-harm-from-misinformation-and-disinformation


Political Polarization

● Complex interactions between social media and polarization.

● Simplistic “echo chamber” alone perhaps overstated in popular media… Full 
effects are probably more complicated.

● E.g. Likes and shares make people more vitriolic (Brady et al. 2020)

9

https://news.yale.edu/2021/08/13/likes-and-shares-teach-people-express-more-outrage-online


Political Polarization

Regardless, understanding and mitigating harms of extreme polarization is crucial:

● Partisan polarization drives political misinformation sharing (Osmundsen et al. 
2021)

● Can lead to events like January 6th US capitol riot, politicization of 
COVID-19...
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https://www.cambridge.org/core/journals/american-political-science-review/article/abs/partisan-polarization-is-the-primary-psychological-motivation-behind-political-fake-news-sharing-on-twitter/3F7D2098CD87AE5501F7AD4A7FA83602


General Motivation

Huge amount of discussions, interactions, data out there.

How can we harness it?

● To understand human behavior, and how it’s changing over time with tech
● To mitigate harmful things, like misinformation or increasing polarization
● To promote beneficial things, like science-based COVID-19 actions
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About Me

PhD student, CS/ML

● Complex Data Lab, supervised by Prof. Rabbany

Interests: 

● Learning from “broad data:” combining heterogeneous types, sources, tasks, etc.
● Polarization: measuring, understanding, mitigating
● Misinformation: likewise ^
● Empirical evaluation: good performance on paper -> good performance in real world?

kellin.pelrine@mila.quebec
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PoliSci-CompSci Collaboration

● Polarization: over time, in response to events, geographically, etc.
○ 2020 US election
○ COVID-19
○ Future: Canada, France...

● PIs (alphabetical): André Blais, Jean-François Godbout, Reihaneh Rabbany
● Other students: Aarash Feizi, Anne Imouza, Gabrielle Desrosiers-Brisebois, 

Jiewen Liu, Sacha Lévy, Zachary Yang

● Website: https://politicalpolarization.github.io/
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https://politicalpolarization.github.io/


The Surprising Performance of Simple Baselines for 
Misinformation Detection

● Kellin Pelrine, Jacob Danovitch (equal contribution), Reihaneh Rabbany

● Standard text-only models can be competitive with state-of-the-art models.
● Implications for evaluation. Also some flaws in construction of datasets.

● Paper
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https://arxiv.org/abs/2104.06952


Overview

● Data
○ Getting/setting up social network data
○ Connecting other types of data

● Modelling
○ Don’t skip the simple approaches
○ Examples

● Understanding
○ Synthetic experiments
○ Annotating
○ Aggregate measures, and going beyond them too

● Conclusion
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Getting data

3 main strategies:

● Existing dataset
● API
● Archive

Not the only options…

● Inside connections
● Direct scraping

But most projects at least one of first 3 sufficient, or at least to get started
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Twitter Data

● Over 500 million tweets per day¹

● How can we get data from Twitter to our tools?
● How can we get the data we’re interested in?

¹https://blog.twitter.com/official/en_us/a/2014/the-2014-yearontwitter.html 17

https://blog.twitter.com/official/en_us/a/2014/the-2014-yearontwitter.html


API prerequisite: developer/academic approval

● https://developer.twitter.com/en/apply-for-access

● https://developer.twitter.com/en/products/twitter-api/academic-research
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https://developer.twitter.com/en/apply-for-access
https://developer.twitter.com/en/products/twitter-api/academic-research


Then, not too hard to get started
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How to filter it?

● Retrieve past tweets by user
○ Ex: all tweets from US representatives, senators, and presidential candidates
○ -> 150k tweets

● Retrieve real-time tweets by keyword
○ Ex: 1% of all tweets with keywords [JoeBiden, DonaldTrump, Biden, Trump, vote, election, 

2020Elections, Elections2020, PresidentElectJoe, MAGA, BidenHarris2020, Election2020]
○ -> 350mil tweets

● Other: go back in time by keyword… followers and friends… retweets… etc.
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Parler

● Archives of posts:
○ https://ddosecrets.com/wiki/Parler
○ https://web.archive.org/web/*/https://parler.com
○ -> 6.5mil posts

● A bit spottier than Twitter API, but enough to get some insights
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https://ddosecrets.com/wiki/Parler
https://web.archive.org/web/*/https://parler.com


Reddit

● Archive
○ https://files.pushshift.io/reddit/comments/
○ Huge, near comprehensive?

● API
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https://files.pushshift.io/reddit/comments/


Getting data: Summary

● Lots of data out there

● Not too hard to get started
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Choice of graphs

● Even though social interactions seem naturally graph-like, the raw data 
doesn’t actually come as a graph

● Have to choose:
○ Unipartite vs. bipartite vs. bipartite projection
○ Node attributes (if any)
○ Undirected vs. directed edges (not to mention, weights? More complex features?)
○ Which relations(s) to even use
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Unipartite vs. Bipartite

● User-entity: bipartite
○ Ex: user A says “#something”

● User-user: unipartite?
○ Ex: user A mentions user B

● But could also separate mentioning users from mentioned ones
○ Especially if there’s some group structure, e.g. mentions from random users to politicians

● Tip: don’t be like me and forget users aren’t the same as hashtags
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Projecting

● To complicate further:
○ Direct connections: edge between A and B if A mentions B
○ Indirect connections: edge between A and B if both mention C

● But it’s worth considering
○ Makes all graphs unipartite again (no more pesky node types to mix up)
○ Can test for benefits empirically
○ Downside: can make graph much much larger or more dense

● Computation: AᵀA (note: networkx does the projection super slow)
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That aside, which relation to use?

● Big differences in behavior

● Ex: how much conservative and liberal users connect within and between 
their groups (projected version, average).

● Far less inter-group retweet connections than other relations
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Connecting to other data

● Geolocation: either straight from platform/API, or extracted from profile
○ E.g. https://developers.arcgis.com/python/ or https://www.openstreetmap.org/

● Not trivial because e.g. multiple places with same name
● But viable nonetheless
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https://developers.arcgis.com/python/
https://www.openstreetmap.org/


Matching users to real-world people

● The (relatively) easy ones: politicians, celebrities, etc.
○ Often have well-known accounts
○ May even find convenient lists online

● The really hard ones: normal users
○ Full name + location (county level) can give a reasonable match
○ Ex: geolocation from before, name from profile, matching to voter registration info
○ Surveys can ask for a twitter ID. Data from existing surveys is typically private, but in some 

cases may be able to run one’s own.
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Other social interaction data

● Of course, there’s tons of data 
on interactions besides social 
media

● Varying difficulty of obtaining it

● More exotic example for 
inspiration: sociometric badge

Credit: MIT Media Lab 30

https://hd.media.mit.edu/badges/


Sociometric badges

● Collects measurements on real-world social interactions

● Much harder than an API call, but sensors like this can collect otherwise 
inaccessible data

● And give surprising insights
○ Ex: reorganize coffee breaks so people can interact more -> $15mil/year productivity increase

● Pentland, Social Physics, 2014
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https://www.goodreads.com/book/show/18079689-social-physics


Data: Summary

● It’s worth putting careful thought and analysis into data collection/setup 
choices

● As we saw, there’s big variety in the data available and what it reflects

● Creativity also can be as worthwhile here, not just in the modelling stage
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Modelling

● So, we have data, what can we do with it?

● Not going to go too in depth here
○ Depends a lot on the application
○ You’re probably aware of many tools already, and many more out there

● So just one general suggestion, and a few examples

33



Don’t visit the model store when you’re starving

● It’s like going to the grocery store - if I’m starving and everything looks good, 
who knows how much I’ll spend on unnecessary stuff

● Try some simple baselines first
○ Helps understand the data and get stuff running
○ Useful for evaluating and reporting results later anyways

● If you prepare them well, might find they’re pretty good
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Misinfo baselines

● Tried to make complex multimodal model for misinfo detection

● Struggled to beat our baseline… but turns out other models did too

35



More results

● When test data content is sufficiently similar to train, transformer-based 
language models compete with or even beat state of the art models.
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Simple models can work well

● Those models had text-only baselines… but not more recent, strongest ones

● Another example: MLP + Label Propagation > GNN (Huang et al. 2021)

● Optimizing something relatively simple might work pretty well, even compared 
to more complicated approaches

○ Especially if your goal/contribution is more solving an application than a new model itself
○ The ideal model may be super complicated… but harder to find it
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https://openreview.net/pdf?id=8E1-f3VhX1o


● Combining 5 
modalities to 
measure 
polarization

● Core: builds 
on basic 
GCN, basic 
LM
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Modeling summary

● Not a blanket statement… 
○ Sometimes a really complicated model can be necessary or perform much better
○ Or your inspiration might be to try some modeling idea itself, e.g. GAN invention

● But often a reasonable starting point
○ Especially with social graph data, where there’s often tons of options and it’s hard to know 

right away which approach will be best
● And sometimes may find surprises
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Understanding

● We’ve got data, we’ve got at least some model… How do we know if it’s 
working correctly? And if it is, interpret what it’s saying?

● I’ll discuss 3 subtopics here (briefly):
○ Synthetic experiments
○ Data annotation/labeling
○ Going beyond simple aggregate metrics
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Synthetic Experiments

● Real data is complicated and it’s hard to isolate different factors

● So, can use much simpler synthetic data to better understand how a 
model/pipeline will behave in various situations

● Construction depends on application and goal
○ Would like some similarity to real world data, without complicating the synthetic model so 

much it becomes similarly uninterpretable
○ Social graphs often have a community structure, so SBM may be a reasonable starting point
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Example

● We found our polarization measure varied drastically depending on 
community size ratio (left). Fixed with upsampling to balance sizes (right).
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Annotation

● For evaluation, as well as training, often want labeled data

● Existing data may come with nice labels, but for new data, what to do?

● Tradeoff between quality and quantity
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Annotation

● Expert labeling
○ Most accurate, most challenging to get at scale

● Crowd labeling
○ Human, but (typically) not expert
○ Usually not free, but much less expensive and much more scalable than expert labels
○ Quality may vary; accuracy measurements advised
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Annotation

● Keywords
○ Can use profiles or post content
○ Very scalable 
○ Fits naturally with social media data: can be used in collection pipeline, correspondence with 

hashtags, etc.
○ Accuracy needs verification
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Analyzing COVID-19 Discussions
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Analyzing COVID-19 Discussions

● Found 88%+ accuracy on topic

● Wildly varying accuracy on stance (as low as 6%!)
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Annotation

● Simple classifier can pick up differences between e.g. “I love x” and “I hate x”
○ Can improve performance a lot compared to keywords, without sacrificing scalability
○ Usually needs train (and test) data labeled some other way

● Example: improved on profile keyword label accuracy ~70% -> ~90% using 
2000 hand-labeled examples (left). 
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Aggregate measures, and beyond

● Once you have some labels (or even without them, in unsupervised setting), 
can compute standard metrics

● Amour et al. (2020), among others, highlights need to evaluate models 
beyond simple top-level metrics

○ Interesting paper, 40 authors

● Particularly important with this data where labeling is often challenging and 
human behavior is varied and evolving

● At the same time, extensive data means lots of opportunities for better 
understanding

49

https://arxiv.org/abs/2011.03395


Measuring polarization
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Measuring polarization

● Why is polarization high on December 25th?

● Mostly driven by quote interactions
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Understanding misinfo data

● Showed results on Twitter15/16 in previous slide

● But what are we really classifying?
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What are we really classifying?

● In this data different classes were 
collected at different dates

● Leading to good performance if 
you know something that gives 
the date (e.g. tweet ID, above) or 
unrealistically informative 
keywords (e.g. no true/false 
tweets from Clinton/Trump, below)
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Summary

● Complicated data -> need careful evaluation

● Synthetic experiments can help understand what model alone is doing
● A combination of aggregate and zoomed in analysis can help understand 

what the data says
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Conclusion

● We discussed some ideas and approaches for three key parts of working with 
social graphs: data collection/construction, modelling, and 
evaluation/understanding

● Examples here focused on polarization and misinfo, but there’s tons of ways 
data like this can be used

● Technology and data already shape our interactions, and will play an even 
bigger role in the future
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Thank you!

Questions?
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